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Abstract: Sentiment analysis on Twitter Tweets has attracted much attention recently. One of the most 

populerfeatures of Twitter, is the immediately communication with other users or people in an  very easy and 

user-friendly and  most fast way. Consequently, people express their feelings freely, which makes Twitter an 

ideal source for accumulating a vast amount of opinions towards a wide diversity of topics. This amount of 

information offers most potential and can be harnessed to receive the sentiment trend towards these topics. 

However, since none can invest an infinite amount of time to read through these tweets, an automated decision 

making way is required. Nevertheless, most existing solutions are limited in centralized environments only. 

Thus, they can only process at most a few thousand tweets. Such a sample, is not representative to define the 

sentiment polarity towards a topic due to the lot of  number of tweets published daily. In this paper, we go one 

step further and develop a novel method for sentiment learning in the Map Reduce framework. Our algorithm 

exploits the bag-of words and latent semantic indexing a tweet, as sentiment labels, and proceeds to a 

classification procedure of distinct sentiment types in a extending equally and distributed manner. Moreover, we 

utilize Bloom filters to compact the storage size of intermediate data and increment the performance of our 

algorithm. Through an extensive experimental evaluation, we prove that our solution is veryefficient, robust and 

scalable and confirm the quality of our sentiment identification. 
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I. Introduction 
Twitter is one of the most popular social network websites and launched in 2006. Since then, it has 

grown at a very fast and at the time speaking numbers 317 million monthly active users, while 550 millions 

tweets are sent on a daily. Naturally, it is a wide spreading instant messaging platform and people use it to get 

informed about world news, videos that have become viral, discussions over recently released products or 

technological advancements, etc. Inevitably, a cluster of different opinions, that carry rich sentiment data and 

concern a variety of entities or topics, is formed. Sentiment is defined as ”A thought, view, or attitude, 

especially one based mainly on emotion instead of reason” 2 and describes someone’s mood or judge towards a 

specific entity. User generated content that captures sentiment information has proved to be valuable and its use 

is widespread among many internet applications and information systems, such as search engines. Knowing the 

overall sentiment inclination towards a topic, provides very useful information and can be captivating in certain 

cases. For instance, Google would like to know what their users think about the latest Android 5.0 update, in 

order to proceed to further development and bug fixing until the operating system works smoothly and meets the 

needs of the users. Thus, it is clear that a concise sentiment analysis towards the topic during a time period is 

needed. In the context of this work, we utilize hashtags and emoticons as sentiment labels to perform 

classification of diverse sentiment types. Hashtags are a convention for adding additional context and metadata 

to tweets. They are created by users as a way to categorize their message and/or highlighta topic and are 

extensively utilized in tweets . Moreover, they provide the ability to people to search tweets that referto a 

common subject. The creation of a hashtag is achieved by prefixing a word with a hash symbol (e.g. #anger). 

Emoticon refers to a digital icon or a sequence of keyboard symbols that serves to represent a facial expression, 

as for a smiling face. Both, hashtags and emoticons, provide a fine-grained sentiment learning at tweet level 

which makes them suitable to be leveraged for opinion mining. 

Although the problem of sentiment analysis has been studied extensively during recent years, existing 

solutions suffer from certain limitations. One problem is that the majority of  bounded in centralized 

environments. Sentiment analysis is based on methodology, natural language processing techniques and 

machine learning approaches. However, this kind of techniques are time-consuming and spare many 

computational resources.Consequently, at most a few thousand Tweets record can be processed by such 

techniques without exceeding the capabilities of a single server. Since millions of tweets are published daily on 

Twitter, it is more than clear that underline solutions arenot sufficient. Consequently, high scalable 

implementationsare required in order to acquire a much better overview of sentiment tendency towards a topic. 
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Cloud computing technologies provide tools and infrastructure to create such solutions and arranged the input 

data in a dispose way among multiple servers. The most popular and notably efficient tool is the Map Reduce 

programming model, developed by Google, for processing large-scale data. 

 

II. Literature Survey 
According to N. Nodarakis, S. Sioutas, A. Tsakalidis, and G. Tzimas.[1] go one step further and 

develop a novel method for sentiment learning in the MapReduce framework. Their algorithm exploits the hash 

tags and emoticons inside a tweet, as sentiment labels, and proceeds to a classification procedure of diverse 

sentiment types in a parallel and distributed manner. Moreover, it utilized Bloom filters to compact the storage 

size of intermediate information and boost the performance of the algorithm. Through an extensive experimental 

evaluation, It proved that this solution is efficient, robust and scalable and confirm the quality of sentiment 

identification.  

Radford, R. Jozefowicz, and I. Sutskever,. [2]  Authors explore the properties of byte-level recurrent 

language models. When given sufficient amounts of capacity, training data, and compute time, the 

representations learned by these models include disentangled features corresponding to high-level concepts. 

Specifically, it finds a single unit which performs sentiment identification. These representations, learned in an 

unsupervised manner, achieve state of the art on the binary subset of the Stanford Sentiment Treebank. They are 

also very data efficient. When using only a handful of labeled examples, this approach matches the performance 

of strong baselines trained on full datasets. Authors also demonstrate the sentiment unit has a direct influence on 

the generative process of the model. Simply fixing its value to be positive or negative generates samples with 

the corresponding positive or negative sentiment. 

Y. Zhang and B. C. Wallace R,. [3] It is currently unknown how sensitive model performance is to 

changes in these configurations for the task of sentence classification. Authors thus conduct a sensitivity 

analysis of one-layer CNNs to explore the effect of architecture components on model performance; the aim is 

to distinguish between important and comparatively inconsequential design decisions for sentence classification. 

authors focus on one-layer CNNs (to the exclusion of more complex models) due to their comparative simplicity 

and strong empirical performance, which makes it a modern standard baseline method akin to Support Vector 

Machine (SVMs) and logistic regression. Authors derive practical advice from our extensive empirical results 

for those interested in getting the most out of CNNs for sentence classification in real world settings. 

. Guo, W. Che, H. Wang, and T. Liu,[4], Various treebanks have been released for dependency parsing. 

Despite that treebanks may belong to different languages or have different annotation schemes, they contain 

common syntactic knowledge that is potential to benefit each other. This paper presents a universal framework 

for transfer parsing across multi-typed treebanks with deep multi-task learning. Authors consider two kinds of 

treebanks as source: the multilingual universal treebanks and the monolingual heterogeneous treebanks. 

Knowledge across the source and target treebanks are effectively transferred through multi-level parameter 

sharing. Experiments on several benchmark datasets in various languages demonstrate that this approach can 

make effective use of arbitrary source treebanks to improve target parsing models. 

 

III. Problem Statement 
 In new system we taking tweet or comment from twitter then extracting each word using string 

analysis. then we matching each test word with dictionary words. We have considered 200 tweet and comments 

randomly collected from 10 different pages and tried to predict the class level of some sample sentences. We 

have implemented conditional probability based on training. Every tweet or comment has two types of values of 

CNB, one for political and the other for nonpolitical probability. If the political probability is greater than the 

nonpolitical probability, then it is leveled as political tweet or comment, otherwise it will be considered as 

nonpolitical tweet t or comment. 

 

IV. Objectives of System 
 To detect emotion of users from Twitter data.  

 To improve the accuracy of recognition of sentiments and emotions from Twitter messages.  

 To identify Twitter user mood . 

 To implement the algorithm and test it for real time Twits datasets. 

 

V. Scope of System 
 The experiment conducted as part of this experiment uses datasets of tweets. Due to inherent domain 

specific nature of the sentiment and emotion analysis, applying this study to other datasets in different 

social media services can yield different results and new insights. 

 The main focus of this study is evaluating the accuracy of the proposed approach of emotion analysis.  
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VI. Proposed System 

 
Figure:-Working of Sentiment Analysis 

 

With the development of networks, social platforms play an indispensable role in peoples daily lives. 

As the most popular micro blogging platform, Twitter has a vast amount of information available in the form of 

tweets shared by millions of users. Since this data stream is constantly growing, it is difficult to extract relevant 

information for users. More and more people want to benefit from these data and get a personalized service from 

Twitter. Extracting the semantic meaning of Twitter and modeling the interests of users allows people to enjoy a 

personalized service on Twitter. Meanwhile, research shows that people tend to express their emotions on 

Twitter. These emotional tweets usually clearly express the users preferences compared with other normal 

tweets. Therefore, the goal of this work is to design some emotion-based user modeling strategies which exploit 

these emotional data. This work introduce and analyze the approaches for detecting emotion on Twitter.First it 

evaluate and compare the performance of proposed approaches of emotion detection. Then use these approaches 

of emotion detection to analyze Twitter sample dataset for the purpose of user modeling. Also proposed set of 

emotion-based user modeling strategies on the Twitter platform based on these detected emotional data. 

Furthermore, It evaluate emotion-based user modeling strategies and investigate their impacts on normal user 

profiles. Proposed system results show that emotion-based user profiles enhance the quality of user profiles and 

have a better performance. 

 

VII. Discussion and Future Work 
It is an open question why our model recovers the concept of sentiment in such a precise, disentangled, 

inter-pretable, and manipulable way. It is possible that sentiment as a conditioning feature has strong predictive 

capability for language modelling. This is likely since sentiment is such an important component of a review. 

Previouswork analysing LSTM language models showed the existence of interpretable units that indicate 

position within aline or presence inside a quotation.In many ways, the sentiment unit in this model is just 

ascaled up example of the same phenomena. The updateequation of an LSTM could play a role. The element-

wiseGenerating Reviews and Discovering Sentimentoperation of its gates may encourage axis-aligned 

representations. Models such as word2vec have also been observed to have small subsets of dimensions strongly 

associated with specific tasks .Our work highlights the sensitivity of learned representations to the data 

distribution they are trained on. The resultsmake clear that it is unrealistic to expect a model trainedon a corpus 

of books, where the two most common genres are Romance and Fantasy, to learn an encoding which preserves 

the exact sentiment of a review. Likewise, it isunrealistic to expect a model trained on Amazon productreviews 

to represent the precise semantic content of a caption of an image or a video.There are several promising 

directions for future workhighlighted by our results. The observed performanceplateau, even on relatively 

similar domains, suggests improving the representation model both in terms of architecture and size. Since our 

model operates at the byte-level,hierarchical/multi-timescale extensions could improve thequality of 

representations for longer documents. The sensitivity of learned representations to their training domaincould be 

addressed by training on a wider mix of datasetswith better coverage of target tasks. Finally, our 

workencourages further research into language modelling as itdemonstrates that the standard language 

modelling objective with no modifications is sufficient to learn high-quality. 

 

VIII. Conclusion 
 This proposed System works on probably the largest data set for emotion prediction, using tweets from 

years. With the aim of developing a universal emotion detection algorithm, we did not restrict ourselves only to 

one domain, but rather tested its usefulness for different classifications of emotions. Since the training data was 

annotated automatically and since we use character-based approaches, our solution is language independent and 

could easily be adapted for other languages. We believe this work is beneficial for the user modeling on the 

Twitter platform and seeks to combine two hotspots, the emotion and user modeling. 
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